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1. INTRODUCTION

The World Wide Web contains billions of pages of information,1 and this corpus
grows in size every day. Many of these pages discuss events, both current and his-
torical, but this information is difficult to extract and analyse due to the unstruc-
tured and inconsistent nature of the Web [Dill et al. 2003]. As well as conventional
sources, such as stories from large news agencies, there is also a significant amount
of material being added through the form of user generated content, particularly
via blogs and social networking sites [Ni et al. 2007; Cha et al. 2007]. Furthermore,
the growing utilisation of social bookmarking sites allows anyone to categorise con-
tent on the Web, as opposed to restricting this ability to central authorities such
as editors or document authors [Golder and Huberman 2006].

The overall aim of the DALE project is to create a model of event expressions
on the Web, in order to understand how this information can be presented to users
in a more structured way, and provide opportunities for serendipitous discovery of
new information. This report will examine several areas of related work, which we
shall be both building on and contributing to.during the course of the project.

2. WHAT IS AN EVENT?

Although there is a growing corpus of research related to the identification and
tracking of events, the word “event” in itself is often used without a formal definition
of what is meant by this term. For example, Brants and Chen [2003] describe New
Event Detection as “the task of detecting stories about previously unseen events
in a stream of news stories”, but fail to provide any definition of what an event is,
bar a few unconnected examples.2 Petras et al. [2006] also do not define the term,
either in their own words or by reference to an existing definition, despite discussing
“placing events in temporal and geographic context”. As Makkonen et al. [2003]
point out, whilst thinking about what an event is appears to be intuitive, “it is
difficult to establish a solid definition.” Nevertheless, defining what is meant by
“an event” is an important task if work is to be undertaken on identifying and
linking events, and some researchers and projects have attempted to tackle this
problem.

In one of the earliest works in the area of event tracking, Allan et al. [1998] suggest
that “a possible definition of event is something that happens at a particular time
and place” – in other words, an event has both a spatial and temporal attribute,
and both of these attributes are clearly defined. This definition appears to have

1Estimates from search engines vary from between two and eight billion pages which are publically

accessible (and therefore indexable) on the Web. [Gulli and Signorini 2005]
2“e.g. an airplane crash, and earthquake, governmental elections, etc.” [Brants and Chen 2003]
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been accepted by a number of other researchers,3 who explicitly refer to it as the
definition of “an event” rather than suggesting their own alternative. Makkonen
et al. [2002] point out some examples of cases which might not be considered events
under this definition, such as those which continue over a long period of time.
However, such cases could possibly be broken up into smaller parts, each of which
would constitute an individual event on its own, so this is not necessarily a problem.

Building on this definition, Allan et al. [1998] state that “the specific location
and time of an event differentiate it from broader classes of events”, suggesting
that these attributes are the means by which any given event can be uniquely
identified. In other words, an event is different to another event if at least one of
these attributes differs, and conversely two events are identical if they involve the
same “something that happens” at the same place and time. A simple example of
this can be seen in the eruptions of Mount Vesuvius – the same thing happens in
both cases (a volcanic eruption) and the spatial location (the Bay of Naples) is the
same, but each of these events can be distinguished by their temporal attribute, ad
79 and ad 1631. Makkonen et al. [2002] agree with this suggestion, stating that for
two different events involving the same occurence ‘it would seem that the location
and the time [. . . ] are the terms that make up the difference.’

Looking at the work from previous scholars so far, one point which all of the
literature examined agrees on is that time is an important aspect of defining an
event. Indeed, several authors, particularly Scholes [1980] and Vendler [1967], see
time as the most important aspect of an event. In addition, most scholars also
mention the location of an event as being part of its definition. Therefore, drawing
together all of the definitions given so far, the following definition of an event would
appear to broadly represent all of these views:

(1) Something which happened.

(2) The place where it happened.

(3) The time when it happened.

In other words, what, where and when. However, the one obvious element which
is missing from this definition is the question of who was involved in the event.
Although events can occur without people present,4 a significant amount of interest
lies in the experiences of people, including what events mean to them and how the
same events are reported by different people. Whilst people do write, often at
length, about events which did not involve any human participants, they cannot be
said to have experienced those events, or even to be drawing upon the experiences
of people who were present.

However, there are several items in the literature which do allude to or incorporate
the concept of people being involved with an event. Allan [2002, p.2] states that a
particular event occurs “not only at some particular time, but in a specific location,
and usually with an identifiable set of particupants.” This definition is refined later
to “an event is something that has a specific time, location and people associated
with it.” [Allan 2002, p.13]. Wei and Lee [2004] agree, declaring that a news

3For example, Makkonen and Ahonen-Myka [2003], Li et al. [2005] and Zhang et al. [2007].
4An example of this would be the Big Bang, which most people would probably consider to be a
major scientific and historical “event”.
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story generally reports event properties including “when the even occured, who
was involved, where it took place”.

Nakahira et al. [2007] also mention the importance of the people who are involved
in an event, defining a historical event “by five elements: person, cause, object,
location and time.” Whilst cause is of less interest to our work, as we are not
initially concerned with connecting cause and effect with regards to events, the
other four element are a useful indicator of the attributes which we may consider
an event to have. Lavrenko et al. [2002] agree, stating that an event “occurs in a
specific place and time, with specific people involved.”

Makkonen et al. [2002] also include the concept of people within their definition of
an event, stating that a report of an event should include at least “what happened,
where it happened, when it happened, and who was involved.” Furthermore, they
suggest that each of these attributes can be represented as a semantic class, namely
names (of people), temporals (expressions of time), locations and terms (nouns and
adjectives which do not fit into any of the other classes). These semantic classes
may well represent the properties alluded to by Fogelson [1989].

Bringing together all the literature surveyed thus far, we can suggest that an
event might be best described as “something which happened, at a given place and
time, and involving a certain set of individuals”. Whilst in some cases not all of
these event attributes will be explicitly present, this is the definition of event which
we shall be applying throughout the rest of this work.

3. CONNECTING EVENTS

Once a number of events have been identified, we can begin to connect them to-
gether based on the four attributes which define an event – i.e. the event itself, the
location, the time and the people involved. There are two types of connection which
we will consider – clustering and linking – and they are outlined in the following
sections.

3.1 Clustering

Liu [2005, p.118] defines clustering as “the process of organizing data instances into
groups [i.e. clusters] whose members are similar in some way.” How similarity is
defined and to what degree it is applied varies from application to application. In
some instances, clustering may only place identical items into the same cluster,5

whereas in other instances a clustering algorithm may require only one out of many
possible attributes in common in order to class two data items as being “similar”.
Following on from this, the fact that items in the same cluster have a certain degree
of similarity implies that items in different clusters have a degree of dissimilarity, a
feature which can be useful in certain situations.6

In the Topic Detection and Tracking (TDT) programme,7 clustering is viewed as
an extension of new event detection. Each story in a news stream is processed to
determine whether or not it discusses a topic which has not been seen previously.

5One practical use of this might be to remove duplicate Web pages from search results, by only

returning one result from a cluster of identical documents.
6For example, if we wish to separate documents which refer to different events. [Smith 2002]
7http://www.nist.gov/TDT
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If a story discusses a topic which has already been encountered, it is placed in an
existing “bin” (i.e. a cluster) with all other stories discussing the same topic, and
if the story relates to a topic which has not been seen before a new bin is created
for that topic [Allan et al. 2005]. Lam et al. [2001] also consider clustering to be
a significant part of their event detection approach, utilising it in a similar way to
Allan et al. [2005].

Clustering in general is a problem which has been the source of much attention
in the past, and the field can be said to be well studied [Chakrabarti et al. 2006].
We will not be aiming to make significant contributions to this area, rather we shall
be using the existing techniques to further the unique aspects of our work.

3.1.1 Hierarchical clustering. Hierarchical clustering is an extension of the gen-
eral concept of clustering. Instead of clusters being interspersed amongst one an-
other with no form or structure, clusters are arranged in a hierarchy according to
how close (i.e. similar) two clusters are to one another.

Broadly speaking, there are two main algorithms used for hierarchical clustering,
namely agglomerative and divisive. Agglomerative clustering begins by placing
each data item in its own individual cluster. The two clusters which are nearest
(i.e. most similar) to each other are then merged into a single cluster. This step is
repeated until all of the data items have been merged into a single process. This
process of iteratively merging clusters creates a hierarchy.

Divisive clustering, in constrast to agglomerative clustering, employs a top down
approach to creating a hierarchy. Initially, all of the data items are contained in a
single cluster. This cluster is then split into a set of child clusters, which are them-
selves divided further, until each cluster only contains a single data item. Whilst
both algorithms work in a similar way (one is the reverse of the other), agglomera-
tive algorithms are generally considered to be more computationally efficient than
their divisive counterparts [Liu and Kellam 2003, p.233], and are therefore more
popular overall [Liu 2005, p.132].

One use of hierarchical clustering is to construct a topic hierarchy from a group of
text documents [Liu 2005, p.135]. A well-known example of hierarchical clustering
being used to create such a topic hierarchy is the Yahoo! Directory,8 which is a
human-edited list of Web pages organised under a range of subdirectories. Each
subdirectory acts like a cluster, in that it contains links to sites relating to the same
topic. In addition, clusters also contain links to sub-clusters, which contain links
to Web pages related to sub-topics, creating a hierarchy.

Whilst hierarchical clustering has many uses, its major flaw exists in the fact that
clusters can only be connected by a single attribute of the data items contained
within the clusters. For example, in the Yahoo! Directory clusters are connected
in a hierarchy based on the topic of the Web pages contained within the clusters.
However, there is no way to connect clusters based on other attributes. Once a
user has found a Web page which is of interest, he can only use the hierarchical
structure of the directory to discover sites with the same broad topic, but not sites
which may be related by some other criteria, e.g. being written by the same author.
Furthermore, a hierarchical structure is intrinsically limited as it can only represent

8http://dir.yahoo.com/
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attributes which naturally fit into a hierarchy. Even with topics, which arguably fit
this criterion, it is sometimes difficult to create a hierarchy which represents all of
the possibilities, and categories often end up being duplicated across the directory.
Finally, the precision required by a directory structure may frustrate users who are
looking for an unexpected or serendipitious connection [Catledge and Pitkow 1995].

3.2 Linking

Some confusion can arise with the use of the word “linking”, as it has several
meanings. Perhaps the most common example of this is the use of linking to refer
to the process of creating a hyperlink between two Web pages. This is not what we
are aiming to achieve, although it may be the case that after we have performed
our link detection, we present the results as a series of hyperlinks.

The TDT project also has an evaluation task, Link Detection, which “requires
determining whether or not two randomly selected stories discuss the same topic”
[Lavrenko et al. 2002]. This is also different to our work on linking, as we will be
looking to connect events which we consider to be related, but which may not be
part of the same topic. Whilst it may be the case that some of the events we link
together based on commonality in attributes also happen to be part of the same
topic, topic membership is not a requirement in order for a link to be created.

Instead, our aim is to create connections (links) between events based on common
values for the four event attributes which we have mentioned previously – i.e. what
happens, where it happens, when it happens and who it happens to. For example,
if two events occur at the same location, there will be a link between them. Each
link will have a link weight which will be equal to the number of attributes which
are shared by the two events. The links between events will be bi-directional, but
not transitive.

The issue of linking events has been discussed previously in Feng and Allan
[2007], though under the title of event threading. Whilst the underlying concept
is similar, their approach is from an information retrieval viewpoint, with the aim
of finding the most efficient and precise method for extracting and linking event
information from news stories. Our approach differs from this in two ways. Firstly,
we shall be approaching the problem from a human-centred perspective, with the
aim of presenting event-related information on the Web in a structured way which
is easier for users to understand than the current unstructured mass of text which
exists. In addition to this, we will also be aiming to expand the concept of event
detection and linking beyond the limited area of news stories and onto the Web in
general.

Our form of linking also differs from clustering in that it connects events based
on whether some attributes have common values, rather than all attributes. For
example, if we have two events, we would compare them as follows:

(1) If the events have common values for all of their attributes, then they are
identical (for our purposes) and should be placed in the same cluster.

(2) If the events have some, but not all, attributes in common, then they are related
and the clusters which they are in should be linked.

(3) If the events have no attributes in common, they are unrelated and their clusters
should not be linked.

Paul Waring – pwaring@cs.man.ac.uk
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The advantage which linking gives us over clustering is that it allows us to
serendipitiously discover related events, whereas clustering only allows us to dis-
cover similar descriptions of the same event. For example, the run on Northern
Rock in September 2007, where thousands of savers withdrew their deposits from
the bank, was widely reported in the news. Around the same time, the Nationwide
building society saw a surge in its deposits, caused largely by people who had pre-
viously held Northern Rock accounts looking for a “safer” place to deposit their
money. By using clustering techniques on that day’s news, we would be able to see
several news outlets reporting the run on Northern Rock, but the stories reporting
the surge in deposits at Nationwide would be overlooked as they do not discuss the
same event. However, linking would pick up this relation – i.e. that both events
involve the same people (“Northern Rock savers”) and happened immediately af-
ter one another. We suggest that anyone interested in the mass withdrawals from
Northern Rock would also be interested in where those deposits were going, and
so by displaying the stories relating to Nationwide, we can provide further relevant
information for the user, which would otherwise not have been presented to them.

4. BROWSING HYPERTEXT

A fundamental part of hypermedia and the Web, which is regularly engaged in by
users, is the concept of browsing through documents to obtain information [Carmel
et al. 1992; Yesilada et al. 2007]. Browsing is often differentiated from searching
on the basis that searching assumes the user knows what she is looking for, or
at least is aware of a number of keywords which are likely to be contained in
documents of interest and can therefore be combined into a query to be performed
on a corpus of data. For example, searching, “the task of looking for a known
target”, can be constrasted with browsing, “the task of looking to see what is
available in the world” [Jul and Furnas 1997]. The difference between these two
concepts can also be defined as finding (i.e. searching), “using the Web to find
something specific”, and browsing involves “having no specific goal in mind” [Sellen
et al. 2002]. Alternatively, browsing can be described as “the art of not knowing
what one wants until one finds it” [Cove and Walsh 1988], as opposed to searching,
where the goal is known beforehand. However, whilst there are differences between
the two techniques, searching and browsing are not mutually exclusive – the two
methods may be considered complementary [Jul and Furnas 1997], and both are
often employed in the user’s quest for the information she seeks [Catledge and
Pitkow 1995]. Even when users are aware of their information needs, keyword
searching is not necessarily the preferred method of obtaining information. For
example, a study conducted by Teevan et al. [2004] suggested that only 39% of user
queries involved keyword searches.

Browsing can also be divided into smaller sub-categories, such as the ones sug-
gested by Cove and Walsh [1988],9 and accepted by various other scholars,10 which
are:

(1) Search browsing: Where the goal is already known before browsing begins –

9Similar sub-categories, described as patterns, can be found in Salomon [1990].
10For example, Catledge and Pitkow [1995] and Carmel et al. [1992]
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this is similar to the broad topic of “searching”.

(2) General purpose browsing: The regular consultation of several sources based
on the assumption and likelihood that these sources contain information which
the user is seeking.

(3) Serendipity browsing: A “purely random, unstructured, and undirected activ-
ity.”

These categories cover a wide range of possiblities, from directed browsing in-
formed by search to random browsing where resources are encountered serendipi-
tously. For our purposes, the final category holds the most interest, as we intend
to present the user with dynamically generated links which she can then explore to
serendipitously discover new pages of interest. Serendipity can be considered to be
an essential aid to the process of discovery across disciplines, both in the humanities
[Delgadillo and Lynch 1999] and the sciences [Foster and Ford 2003], and as such
we suggest that it is a useful process to stimulate.

5. DYNAMIC LINK GENERATION

In order to connect pages which contain related events, we will need to generate
links from the page which the user is currently viewing to other pages which contain
information about related events. This linking will be performed dynamically, based
on the event attributes which have been extracted from the page. Yan et al. [1996]
suggest the following reasons for why dynamic link generation may be desirable:

(1) Links can be customised for an individual user, based on the content which she
has expressed an interest in so far.

(2) Due to the continuous changes to the content of a web site, dynamic linking
can provide more up to date information than a static set of links.

(3) As the number of categories and amount of content increases, it becomes more
and more difficult for a designer to offer static links.

The first benefit is of less interest to our work than the other two, as we will be
dynamically generating links based on the content of the page – more specifically,
the events mentioned within the content – rather than previous interests shown by
the user. In other words, we are assuming that the user will be interested in events
related to those under discussion on the current page. However, both the second
and third benefits are relevant to our work, although we will be examining the Web
as a whole as opposed to focusing on individual sites. We can therefore represent
these two benefits in the following modified ways.

Firstly, because the content of the Web in general changes continuously,11 dy-
namic links are the only feasible way to connect pages which mention related events.
Attempting to create manual links is both expensive and inefficent and would there-
fore be unfeasible on a corpus as large as that of the Web [El-Beltagy et al. 2001].
Furthermore, the likelihood of any given URL being available decays over time, and
the lifetime of any given URL is limited [Fetterly et al. 2003]. Even in the area of
scientific research and publications, where we might expect additional effort to be

11A study by Cho and Garcia-Molina [2000] found that 40% of pages on over 200 popular sites
changed on a weekly basis.
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put into ensuring web references are persistent, surveys have shown that approxi-
mately 20% of URL citations are unavailable one year after their creation [Spinellis
2003; Wren 2004].

Secondly, as the number of pages on the Web grows, connecting related events
becomes a task which is increasingly difficult to perform manually, which is one
possible reason for why so few sites do so at present.12 Any manual links connect-
ing pages which mention related events would soon fail to accurately reflect the
information available on the Web, as new pages are created and existing ones are
removed or modified on a daily basis.

In addition to these benefits, dynamic link generation has also been shown to
significantly reduce the amount of time required by users in order to perform a
specific task. In a study conducted by El-Beltagy et al. [2001], users were asked to
answer a given set of questions on a particular topic, first by using only a search
engine and then with the addition of dynamically generated links to sites containing
similar content. The linking facility reduced the amount of time taken to complete
the task by 28% in one case and 55% in another, which suggests that the addition
of such links can have significant benefits for users.

Furthermore, several studies have demonstrated that following links is by far the
most common way by which users navigate to new pages, and this has consistently
been the case over the ten year period which separates the earliest and latest studies
[Catledge and Pitkow 1995; Tauscher and Greenberg 1997; Weinreich et al. 2008].13

As a result, we suggest that presenting related events in the form of links to the
pages which discuss them is a sensible method to use.
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